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The case of the missing herltablllty



Something is missing...

e Out tools: What we can find (and
what we can not)?

* Our knowledge: Whatiwe expect to
find?

e Our intentions; Do we need/want to
find it ;)

The case of the missing heritability



WHAT CAN WE FIND? -
STATISTICALLY

Effect size
50.0

S
-
.
-

Low-frequency
e variants with
intermediate effect

Rare variants of
small effect
very hard to identify
by genetic means

Allele frequency
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WHY EFFECT AND
FREQUENCY?

1.0 —~
Sampl NQ;
via pI‘ @FM\




ENRICHMENT DESIGN

o Effectis large

* Sampling via

proband

e While mutation is

rare in general

population, it is

prevalent in your

study population
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SUMMARY FOR OUR TOOLS

e Statistically, no way to solve variants
from lower-left area

e Straightforward solutions are

* Brute force: increase sample size and
increase reachable area

e Tricks to shift the problem to the right

and / or up (by e.g. statistical or design
means)
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COMPOSITION OF
HERITABILITY

e Which alleles can reach high frequency?

e What proportion of heritability is
explained by common /rare variation?




Fitness

Phenotype

Genetic variant
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UTRAL VARIATION

Phenotype




Probability density

DISTRIBUTION OF NEUTRAL
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SELECTIVELY NEUTRAL
NEDELES




SELECTIVELY NEUTRAL
NEDELES

Most of the (common and rare) variation
we observe

e |s selectively neutral

e [snot related to any phenotype




“SELECTIVELY
NEUTRAL” (?) TRAITS

e Eye color
e [ ate-onset diseases

* Age-related macular degeneration
(AMD)

e ¢4 allele of APOE




CONTEXT-DEPENDENT
SELECTION




HETEROZYGOTE ADVANTAGE
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ANTAGONISTIC PLEIOTROPY

e Positive effect early in life, negative
later in life

e APOE e4 (?)




CONTEXT-DEPENDENTLY
SELECTED ALLELES




SELECTION OF DOMINANT
ALLEELE
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SELECTION OF RECESSIVE
ALLEELE
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SELECTED RECESSIVE
NEDELES




SELECTED RECESSIVE
NEDELES

Samphi g

via pro >and




EXPECTATION

e For “neutral” traits, or traits with
context-dependent selection, alleles of
large effect could reach high frequencies

e Assoon as alleles are selected, they are
expected to be rare. For traits directly
related to fitness, you expect that

e Alleles with large effect are rare

e Common alleles have small effects
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COMPOSITION OF COMPLEX
TRAITS: COMMON VS RARE

Density of variance
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CONTRIBUTION OF RARE VS.
COMMON: ESTIMATES

Table 1 Estimates of the variance explained by all autosomal SNPs for height, BMI, vWF

and QTi

NORE 10 PCsP
Trait n hé (s.e.)C P hé (s.e.) = Heritabilityd ~ GWAS®
Height FES7Z6000. 448 (0.029) 4.5 x 10°°° 0.419 (0.030) 7.9 x 10745 80-90%32 ~10%23
BMI 11558 0.165 (0.029) 3.0x 10719 0.159 (0.029) 5.3 x 1072 42-80%<2<6" -1 595
vWF B4R 0:2652(0.061) 1.6 x 107 ' 0.254(0.051) 2.0:x 1077 66757 % s —ut & A
QTi GG 00209 (0.050) " 3.1 x10° 0.168(0.052). 5i0x 10+ 3760 ~7 %16

The traits vVWF and QTi were available in the ARIC cohort only.

aWithout principal component adjustment. PAdjustment with the first 10 principal components from principal component analysis.
CEstimate of variance explained by all autosomal SNPs. 9Narrow sense heritability estimate from family or twin studies from the
literature. €Variance explained by GWAS associated loci from the literature. PC, principal component; s.e., standard error.

Yang et al., Nat Genet, 2011

Thursday, April 11, 13 30



CONCLUSIONS

e Some (essential) part of genetic variance
is explained by common variants acting
in additive manner

e How big is this part, depends on
evolutionary history of the trait

e Residual heritability may be explained
by different mechanisms, most likely
rare variation
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SUMMARY FOR OUR TOOLS

e Statistically, no way to solve variants
from lower-left area

e Straightforward solutions are

* Brute force: increase sample size and
increase reachable area

* Tricks to shift the problem to the

right and/or up (by e.g. statistical or
design means)




RARE VARIATION TESTS

o Are ‘global’ tests of association between
variation in a genomic region and a
trait

e Why? In a way, they try to bundle
different variants together in a single
compound “alleles” with higher
frequency




PUSHING THE
FREQUENCY UP

10,060,000

0.001




IN ORDER TO COMBINE
EEEECTS

Rare variation tests make assumptions
about

e Distribution (possibly conditional) of
the effect

e Location of causative variants (region)

e Model of interaction between alleles
of the same locus




A SIMPLE
COLLAPSING METHOD

e Distribution of the effect: Rare means
deleterious

e Location of causative variants (region):
All exomes of a gene: looking for strong

effects

* Model of interaction between alleles of
the same locus: Presence of one or more
rare variant(s) leads to change of phenotype




QUESTIONING
ASSUMPTIONS

e Distribution of the effect: Rare means

deleterious? More rare means bigger deleterious effect? What
1s the exact relation? What about quantitative traits? Can
we include functional information?

e [.ocation of causative variants (region):
Why not intrones and regulatory regions? What about

enhancers? Expected effect different for different regions?
* Model of interaction between alleles ot

the same locus: One rare is enough? May be effects
add up? Recessive | compound heterozygosity model?
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WHAT IS THE BEST METHOD
TO DETECT RARE VARIANTS?

OPEN 8 ACCESS Freely available online PLOS

The Empirical Power of Rare Variant Association
Methods: Results from Sanger Sequencing in 1,998
Individuals

Martin Ladouceur'?, Zari Dastani®3, Yurii S. Aulchenko®>, Celia M. T. Greenwood?>%, J. Brent
Richards'%7:3

1 Department of Human Genetics, McGill University, Montreal, Canada, 2Lady Davis Institute for Medical Research, Jewish General Hospital, Montreal, Canada,
3 Department of Epidemiology, Biostatistics and Occupational Health, McGill University, Montreal, Canada, 4 Department of Epidemiology, Erasmus MC, Rotterdam, The
Netherlands, 5 Institute of Cytology and Genetics SD RAS, Novosibirsk, Russia, 6 Department of Oncology, McGill University, Montreal, Canada, 7 Department of Medicine,
Jewish General Hospital, McGill University, Montreal, Canada, 8 Twin Research and Genetic Epidemiology, King’'s College London, London, United Kingdom
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WHAT IS THE BEST METHOD
TO DETECT RARE VARIANTS?

EFFECT OF CAUSAL VARIANTS IN STANDARD DEVIATIONS
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EFFECT OF CAUSAL VARIANTS IN STANDARD DEVIATIONS
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WHAT IS THE BEST METHOD
TO DETECT RARE VARIANTS?

Our results demonstrate that the power of
recently proposed statistical methods depend
strongly on the underlying hypotheses.... No method

demonstrates consistently acceptable power... Sensitivity
analyses are therefore recommended.., and promising
w results should be replicated using the same method
in an independent sample.
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MEANING THAT...

e Under specific assumptions, we can
build a method, and it will work
brilliantly

e The same method may work miserably
under other set of plausible
assumptions

e And there are many genetically
plausible scenarios!




OVERVIEW

Missing heritability
Expected composition of heritability
Mapping rare variation

Conclusions




CONCLUSIONS

e Rare alleles of small effect are hard to solve

(4

statistically (mind that “rare” and “small” is

relative to sample size). Extreme example -
private de novo mutations

e We need to figure out what of the multiple
plausible scenarios are more prevalent in reality

e (?) Need methods combining knowledge from
different domains (evolutionary, systems, and
functional biology)
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